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Project Description

• Quantitatively evaluate generated text

• Probabilistic language models

• Generate horror text at word level

• Baseline measurements from text written by human authors

• Compare different language models

• Compare models to human authors



Probabilistic Language Models

• Natural language processing

• Train from datasets of text samples

• Represent probabilities of word sequences in language

• Generate text by predicting next word in sequence of words



N-Gram Models

• Predict nth word in sequence given previous n-1 words

• Estimating the probability:

𝑃(𝑤𝑛|𝑤1…𝑤𝑛−1)

• Works on word level of meaning

• Probability estimators



Variations on N-Gram Models

• Maximum Likelihood Estimation

• Expected Likelihood Estimation

• Held Out Estimation



Markov Models

• Consider order of words or categories of words

• Work with syntax or sentence level of meaning

• Visible Markov Model (VMM): know the sequence of previous 
states, such as n-gram model

• Hidden Markov Model (HMM): know the probabilistic function of 
state sequence, which allows for higher abstracion



Methods for Evaluation

• Perplexity

• Context free grammar

• Probabilistic context free grammar



Tools

• Project Gutenberg

• Python

• Natural Language Toolkit



Project Timeline

• Checkpoint 1: Script for text preprocessing, perplexity

• Checkpoint 2: Context free grammar

• Checkpoint 3: Probabilistic context free grammar, baseline 
evaluation on existing horror text

• Checkpoint 4: Build n-gram model(s)

• Checkpoint 5: Build Markov model

• Checkpoint 6: Generate text and evaluate quality



Socio-Technical Context

• Evaluating other approaches to text generation

• Humans tell stories to communicate

• Artificial intelligence given human-like intelligence through 
storytelling

• Horror elicits strong emotions

• Emotions of horror fiction depend on person

• Language models participating in human tasks



Concluding Remarks

• Evaluating text generated by probabilistic language models

• N-gram models and Markov models trained to generate horror 
text at word level

• Perplexity, context free grammar, probabilistic context free 
grammar

• Compare models to human authors

• Language models participating in human task of storytelling
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